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EASA Al Roadmap —

>EASA — Impact on all aviation domains
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—> Common issue: level of trust in Al performance
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B -« Al trustworthiness » concept is the key
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Phase I: exploration
and first guidance development



https://easa.europa.eu/ai

EASA Al Roadmap -

B3EASA

Scope

Focus of the EASA
Al Roadmap will be
on most disruptive
methods for ML/DL:
Decision trees
Neural networks

Type of ML

Technology

Artificial Intelligence (Al)

A technology that appears to emulate
human performance

Machine learning (ML)

Algorithms whose performance
improves as they are exposed to data

Deep learning (DL)

Subset of machine learning in
which multilayered neural
networks learn from vast
amounts of data

- Unsupervised - Reinforcement Learning

Applications

E.g. Expert systems

E.g. Regression analysis
or clustering

E.g. Computer vision
(CNNs) or natural language
processing (RNNs)




First usable guidance -

Safety & Security
Assessments

EASA Trustworthy Al building blocks

N

Characterisation of Al
(c2.)

Development Explainability
Safety Assessment
(C.2.2) Operational Explainability

Information Security
m Assessment (C.2.3) ®

EC Ethical Guidelines -
Ethics-based

\ Assessment (C.2.4)
Accountability /

Target audience

(C43.1) 1 Al-based system
End user: Jne 3 decision: (C.4.3.3)
- Flight crew
- ATCO
- Maintainer

()

Human Factors
(C.43.4.1)

Technical robustness and safety

Oversight

Privacy and data governance

Non discrimination and fairness

Transparency

Societal and environmental
well being




Al classification scheme
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Autonomy

' Level 3A

Human assistance

EASA Al Roadmap Function allocated to the system to contribute to the
Al Level high-level task
Level 1A Automation support to information acquisition
Hunpn , Automation support to information analysis
augmentation
Level 1B " Automation support to decision-making

Level 2 Overseen and overridablelautomatic decision-making
Human-AI. |Overseen and overridablefautomatic action implementation
collaboration

More autonomous Al

| Overridable automatic decision-making

Overridable automatic action implementation

Level 3B Non-overridable
Fully autonomous Al

automatic decision-making

Non-overridable

automatic action implementation

Table 1 — EASA Al typology and definitions




Learning Assurance: W-shaped process

(Sub)system
requirements

& design

Requirements
allocated to
Al/ML
constituent

Data
management

EEEASA

Learning
process
management

Model training

Learning
process
verification

Model
implementation

Inference model
verification &
integration

Al/ML
constituent
requirements
verification

Independent data
and learning
verification




Al Explainability — Overview

Target audience
(C.4.2.1)

Organisations/Engineers
Certification Authorities
Safety Investigators

(...)

Al/ML DEVELOPMENT & POST OPS

Transparency
Records
Traceability

Model interpretability
Safety
Security
Accountability

Learning Assurance
(C.4.2.4.1)

Al-based system

(C.4.2.3)

Al criticality

OBJECTIVES FOR
EXPLAINABILITY

(other dimensions) j

N

Data Recordi
[ "eisa™ )

_/
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OPERATION / Al-based system interaction with Human

Needs
(C.4.3.2)
Predicting Al behaviour
Understanding decisions
Building trust
Supporting end users
Human Machine Interface

Target audience
(C.4.3.1)

End user:
- Flight crew
- ATCO
- Maintainer

(o)
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Al-based system
(€.4.3.3)

Al classification

OBJECTIVES FOR

[ Human Factors
(C43.4.1) EXPLAINABILITY

(other dimensions) j

0ODD Monitoring
E (C.4.3.4.2) j
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2022+

1. Anticipate means of compliance for Learning Assurance objectives
on ML Model guarantees (generalization and robustness)

— Exploit the Horizon Europe Research project MLEAP
on ‘Machine Learning applications approval’

2. Operational explainability & human centric aspects of Al

— Foster confidence in the system by developing
specific HF guidance

3. Ethics-based assessment — social & societal aspects
— Evaluate and refine guidance based on use cases

B3EASA




Exercising the Al Guidance with use cases

-
EUROCONTROL DLR

EASA Al/ML Guidance Use Cases ﬂ EUROPEAN

DEFENCE
AGENCY

ghanasecs &) AIRBUS
THALES

Standardisation

WG-114/G-34
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European Union Aviation Safety Agency

Thank you for your

ai@easaseuropa.eu
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easa.europa.eu/connect Your safety is our mission.
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